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Random matrices

» X = [X(q)]jk g = 1,...,m;ym > 1 — independent random
matrices
» Conditions (CO0):

1. XJ(,?,I < j,k < mn,q =1,...,m, are independent (identically) dis-
tributed.
2. EX{P =0, EX{PP=1



Random matrices

» X(@) = [XJ(Z)]Zk:l,q = 1,...,m,m > 1 — independent random
matrices
Conditions (CO):
1. X;,?,l < j,k < mn,q =1,...,m, are independent (identically) dis-
tributed.
2. EX{P =0, EX{PP=1

v

v

Define X := n~"/2 ]/, X(@) and introduce its eigenvalues

)\1(X)a ) )\n(X)

v

ESD: for any A C C

n

P (A) = = ST I(X) € 4]
k=1



Circular law and its extension

> Let ¢ ~ Uniform(|z| < 1). Denote by p{™)(z) the density function of
e

Ela

m)y = 1™ s <q
P = <, e

» Theorem. Assume (CO). In probability or a.s.
Mslm) LN M(m), n — oo,
where du(™ (z) = p(™)(2)dA(z).

Goetze and Tikhomirov (2010), Soshnikov and O'Rourke (2010).

In the case m =1

— Ginibre (1965)

— Girko (1984)

- Bai (1997)

— Gétze and Tikhomirov (2007)
—Pan and Zhou (2007)

— Go6tze and Tikhomirov (2010)
— Tao and Vu (2010)



Circular law
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Figure: On the left: spectra of X with i.i.d. Gaussian entries. On the right:
spectra of X with i.i.d. +1 entries.



Products of random matrices

Figure: n = 3000, m = 2 Figure: n = 3000, m = 10



Local law for products

| 4
1 1 .
(Bl = [ )R +
B(zo,7)
where for fixed r > 0
lim R, =0
n—roo

and B(zo,7) :={z: |z — 20| < 1}.

Ry

wr?’



Local law for products

1 1 R
= - (m) tn
(Bl =5 [ @A s )
B(zo,m)
where for fixed » > 0
lim R, =0
n—oo

and B(zg,7) :={z: |z — 20| < r}.
> |t is of interest to investigate the case of smaller r,

r=r(n) =0 as n — oo,

where the number of eigenvalues cease to be macroscopically large.



Local law for products

>
1 1 R
= - (m) tn
(Bl =5 [ @A s )
B(zo,m)
where for fixed » > 0

lim R, =0
n— o0

and B(zg,7) :={z: |z — 20| < r}.
> |t is of interest to investigate the case of smaller r,

r=r(n) =0 as n — oo,

where the number of eigenvalues cease to be macroscopically large.

» m = 1: P. Bourgade, H.-T. Yau and J. Yin (PTRF, 2014, 3 parts);
Tao and Vu (Annals of Prob., 2015), J. Alt, L. Erdds, T. Kriiger (Ann.
Appl. Probab., 2018)

m >1Y. Nemish (EJP, 2017).



Local law for products

> Let 29 : ||z0] — 1] > 7 > 0 and f(z) be a smooth non-negative
function with compact support, such that ||f|| < C,||f'|| < n® for
some constant C' independent of n. For any a € (0,1/2) we define

smoothed indicator

fr(2) = nzaf((z — z9)n%).



Local law for products

> Let 29 : ||z0] — 1] > 7 > 0 and f(z) be a smooth non-negative
function with compact support, such that ||f|| < C,||f'|| < n® for
some constant C' independent of n. For any a € (0,1/2) we define
smoothed indicator

fao(2) = 02" f((2 — 20)n").
» Theorem[Goetze, Naumov, T.] Let m > 1. Assume (CO) and
max; i,q B |X](-Z)|4+‘5 < oo for some & > 0.

Then for any Q > 0 there exists ¢ > 0 such that with probability at
least 1 — n=@:

L3 1) = [ 1@ AR < AL A,
j=1 C

n

where q(n) < clog” n.



Local law for products

> Let 29 : ||z0] — 1] > 7 > 0 and f(z) be a smooth non-negative
function with compact support, such that ||f|| < C,||f'|| < n® for
some constant C' independent of n. For any a € (0,1/2) we define
smoothed indicator

fao(2) = 02" f((2 — 20)n").
» Theorem[Goetze, Naumov, T.] Let m > 1. Assume (CO) and
max; i,q B |X](-Z)|4+‘5 < oo for some & > 0.

Then for any Q > 0 there exists ¢ > 0 such that with probability at
least 1 — n=@:

Zsz / Fa W (A < D A f s,

where q(n) < clog” n.
» Previous results with ¢(n) < n® under condition:

360>0: max max P(X\P|>t)<¢ e
1<g<m 1<j,k<n

(or existence of sufficient number of moments)+ Tao, Vu 4-moment
theorem.



Products of random matrices
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Figure: n = 10000, a = 2/71%



Products of random matrices

Figure: n = 10000, a = 2/n%



Products of random matrices

Rademacher distribution

n =10000

Figure: n = 10000, a = 2/n%



Products

of random matrices

Rademacher distribution
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Figure: n = 10000, a = 2/n%



Linearization

» Consider block-matrix

o xXx® o ... o)
o) O X® ... o)
V.=
(0} (0} o XD
Xm0 - 0 0)

Note that V™ is equal to diagonal matrix

[T, X (o) (o)
(0] | g X (k)x (1) o) e
m—2
0] X (m—=1)x (m) I1 X (k) (o)
k=1 )
x(n) o Xm T X®)
k=1

and has eigenvalues Ay, ..., \,, with multiplicity m.



Logarithmic potential and Stieltjes transform

» Logarithmic potential of v is given by

U,(z) := —/log |z — wly(dw), =z e C.
C



Logarithmic potential and Stieltjes transform

» Logarithmic potential of v is given by
U,(z) := —/log|z — wly(dw), =ze€C.
C

> Let F be an arbitrary d.f. on R. The Stieltjes transform of F is given
by

mF(z):/xizdF(x), zeC.
R



From logarithmic potential to Stieltjes transform

» Assume that

U, (2) = — /log \2|dF(z,2), z€C,
R

where F(z,z),x € R, is some d.f. for any z.



From logarithmic potential to Stieltjes transform

» Assume that

U, (2) = — /log \2|dF(z,2), z€C,
R

where F(z,z),x € R, is some d.f. for any z.
» Let us define the following function

(o}

gr(z,v) := /log|a:—iv|dF(z,x), U,(z) = —gr(z,0)

By the Newton-Leibniz formula

M

gr(z, M) — gr(z,0) = /Immp(z,iv) dv.
0



From logarithmic potential to Stieltjes transform

» Green's formula: For any compactly supported f € C?(C)

[ 1wt = -5 [ AfU.e dAe),



From logarithmic potential to Stieltjes transform

» Green's formula: For any compactly supported f € C?(C)

[ 1wt = -5 [ AfU.e dAe),

» Let iy and po be arbitrary probability measures on C and f € C3(C).

Then
M
f(z Af(z Immpg,(z,iv) — Immpg, (2, )] dv dA(2)
[ st~ = 5 [ s [
_ % /Af(z)[ng(Z,M) —gr (Z,M)] dA(z)
Moreover,

gr, (2, M) =log M + ras i, |TMk|<M2 /a:2dFk(z,x), k=1,2.

— o0



» Introduce the following matrix

O V —z1
V*—71 o ’

and let s;(z) := s;(X — z2I),j = 1,...,n, be the singular values of
X —zL



» Introduce the following matrix

0O V-
V(Z)':[V*—ZI o }

and let s;(z) := s;(X — z2I),j = 1,...,n, be the singular values of
X —zL
» Then £s;(2),j =1,...,nm, are the eigenvalues of V(z). Let



» Introduce the following matrix

(0] V—:zI
Vi(z):= [V* -z O } ’
and let s;(z) := s;(X — z2I),j = 1,...,n, be the singular values of
X —zL
» Then £s;(2),j =1,...,nm, are the eigenvalues of V(z). Let
Fo(z,x) := izn:[[s () < 2] —i—iil[—s (2) < 2]
T o 4 I 2 !
j=1 j=1
» Following Girko we use hermitization trick and write
1 oo
Uy () = — 5 Tog | det V(2)] = - / log || dFy (2, 2).

— 00



Moreover, there is d.f. G(z,z):

o0

U, (z) = — / log |z|dG(z, x).

— 00

The Stieltjes transform of the distribution G(w,z) we denote by
s(w, z). It is well-known that

w + s(z,w)
(w+ s(z,w))? = |2

(2)

s(z,w) = —



Local law for singular values of shifted matrices

» » The Stieltjes transform of F,, may be rewritten as follows

T dF, (2, 1
mp(z,w) = 3 E p” ) =g Tr(W—wI) ™! W Tr R(w, 2),

—00

where w = u +iv,v > 0 (i.e. w € C") and

_ —wl  V(z)
W —wl = [ Vi(z) —wl ] (3)
. We introduce the functions, for v =1,...,2m,
W) B 1 vm
my (w,z) = — Z R;;(w, z).
j=(v—1)m+1

Note that

my(w, 2) E m (w, 2)
2m



Local circular law

» Introduce the notations for v = 1,...,2m

A(V) = mgly) (U}, Z) - s(w, Z)7

and
A, = (AD, . ACHT
» Let a = —s 2(w,2) and b= m Introduce matrices
a 0 o --- 0 b
b a o -~ 0 0
0 b o0 0
A= S
0 0 0 a 0



Local circular law

» and

» We define now matrix

O O O

)—‘o:

|

All
A12

O =

Ay
Af,

|

o o



Local circular law

» Using Shur complement formula, we may show that

1
AN, =1, + —T,
s(w, 2)

, where
[enll < C(l2], w, s(w, 2)) || An]|?,

and vector T,, defined as follows

v 1 = . .
T == ej Ry, Jvi=(v—1)m+]
Jj=1

n

The error term ¢, are defined in standard way via linear and quadratic
of g-th row and ¢-th column of matrices X (2.



Local law for singular values of shifted matrices

> Let

Al
Vo 1= Zg”, Vo> 1

and define the following region in the complex plane

D(2) 1= {vo < v < Vo, u € supp G},



Local law for singular values of shifted matrices

> Let

Alogn
Vg 1= ng , Vo>1

and define the following region in the complex plane
D(z) = {vo < v < Vo, u € supp G},

» Theorem. Let m > 1. Assume (CO) and man7k7qIE|X](»Z)|4+6 < 00
for some § > 0.
Let V) > 0 be some constant. For any @ > 0 there exist positive
constants A and C' depending on Vj, 4, Q such that

Cl
P(|mn(z,u+iv)—s(z7u+iv)| > ogn> >1-n"9
nov

for all u+ v € D(z)



Stein’s approach to estimation of E || T, ||? for p ~ logn

> Let M, be o-subalgebras of M1 and denote E;(-) := ]E(-|£m(j)).



Stein’s approach to estimation of E || T, ||? for p ~ logn

> Let M, be o-subalgebras of M1 and denote E;(-) := ]E(-}im(j)).
> Assume that &;, f;,7 =1,...,n, are M-measurable r.v. and

E;(&) = 0. (4)



Stein’s approach to estimation of E || T, ||? for p ~ logn

> Let M, be o-subalgebras of M1 and denote E;(-) := ]E(-}Em(j)).
> Assume that &;, f;,7 =1,...,n, are M-measurable r.v. and

E;(&) =0. (4)
» We consider the following statistic:
Tr=> &fi+R,
j=1

where R is some 9t measurable function.



Stein’s approach

> Let f] be an arbitrary 91)-measurable r.v. and

T = By (T).



Stein’s approach
> Let )?J be an arbitrary 91)-measurable r.v. and
T = By (1),
» Lemma. For all p > 2 there exists some absolute constant C' such that

E|T;|” <CP (A” +p2B% 4 p°C +pPD+E|R|P),

where

b
I

&=
S =

(ZEJ 1€ (f; — J?j)|> ,

b

(ZEJ-<|@<T;—T¥>>|>|E|> :

Jj=1

=
Il
&=
3o

C:=> ElGITr — TP fl,
j=1

D= EIglIf - HllTn - TP

j=1



Stein’s approach, Toy example
» Let EX? =1and

T:: = Zanj' (5)
J=1

& =X, f =a; = E,R = 0. It is easy to see that T\ = D kg WXk



Stein’s approach, Toy example
> Let EX? =1 and

T:: = ZCL]‘X]‘. (5)
J=1

& =X, f =a; = J/‘;,R: 0. It is easy to see that T\ = D kg WXk
>

E|T;|P < CP (.A” +piB% +pPC +ppD+IE|’R|p),

where

n p
A=E» (ZEj |€j(fjfj)|> =0,
j=1
(ZE (1T = T)) |f|> Zay,
c=ZE|£j||T;:—T£f>|p—l|£|=za§-’E|Xj|p,
j=1 j=1

D= "Elg|lf - [Ty - TP =0
j=1



Stein’s approach, for matrices

> & i=nT (g ez teg), fi =Ry, R=n"" Ry



Stein’s approach, for matrices

> & i=nT (g ez teg), fi =Ry, R=n"" Ry
» For all p > 2 there exists some absolute constant C' such that

E|T;[” < CP (A” +p2B% 4 pPC +ppD+IE|R|p),

where

A:E% (ZE] 15 (f; _E)|> ~ (nlv)7

Eja ~ (n0) T2 f5 = fi ~ (n0) V2

b
n 2
(ZEj(Iﬁj(Tn —Tr(ﬂ))l)lfj> ~ G
j=1
Eja ~ (n0) 2T = TP ~ (nw) /2

or
(nv)P’

RS1IS)

B=E

C=>"EIG|IT: — TP 5| ~

j=1

D= E|g|lf - HITE TP P ~ ——.
]Zz:l ‘é-JHf fJ” n n | (m})P



Stein’s approach, Toy example

> Let EX? =1 and
Tr=> a;X;. (6)
j=1

(& = X;, f; :=a; = f;). Itis easy to see that T/ = > htj WXk



Stein’s approach, Toy example

> Let EX? =1 and
Tr=> a;X;. (6)
j=1

(& = Xj, fj :=a; =: f;). Itis easy to see that T = > htj WXk
» For all p > 2 there exists some absolute constant C' such that

n g n
E|T;|P < CPp* (ZG?> +CPpP Yy dlE Ilep),

Jj=1 Jj=1



How to reduce the condition |E | X|*" < co with § > 0 to
d=0.

> Define
A = {|Xr] < ni logn}, Bji == Aj, = {n% logn < | Xk < n?R'},

and p,, := P(B11). Moreover p, < B4n~! log~*n.

> Define L := L(X) = [Lj|},—;, where Ly, = I[Aj]. Let &y
and n;i, 4,k = 1,...,n be mutually independent and P(§;x € -) =
P(X;k € -|Aji) and P(n;), € -) = P(X), € -| Bj).

> Define X(L) := [Xx (L)} =, where

é-j]m if L_]k = 17

Xik(Ljk) ==
J ( Jk) { MNik, if ij:().



Local semicircle law, z = 0. 4 moments.

> let r := 1, = log3 n. We say that L is r-admissible, if L can be
represented as follows (up to the permutation of rows and columns)

[ Ay 1.0 1.0 1]
1... A, R
L=| 1... 1... Ap 1...],
1... 1... ... 1...
ol 1o 1]
where A, random Hermitian of size r, < r, v = 1,...,L. Here

M+ ...+rp <log® nmax(1,n%p,). Moreover, the zero-entries of
matrix L can only be inside of A,, and in each row (column) may
contain at most r zero-entries.

P(L is not r-admissible) < n—c¢log” " (7)

where ¢ > 0



Thank youl



